# ANN(人工神经网络)

### 简介

ANN的结构一般有三层：输入层、hidden层和输出层。输入结点和输出结点的数量是有问题定义决定的，隐藏结点的数量通常要经过不断地试错决定。

从输入I到隐藏H上的weights和从H到输出O的weights，和在隐藏H和输出O上的Biase(偏差)。这是ANN总共要计算的权重，计算权重的过程叫做训练。

神经网络的输出就由输入和权重weights来决定。

### Data Encoding and Normalization

有两种encoding方式：非数字x值使用Effect encoding，非数字y值使用dummy encoding。

Normalization 归一化 有两种方式：高斯归一化 和 min-max归一化。高斯归一化一般取值范围(-10.0,10.0)。min-max 归一化 一般在(0,1) 或 （-1,1.0）之间。

非数字y data转换为nemeric数值通常使用1-of-N dummy encoding。N是指y值得个数。对于有y值所在的为编码为1，区域N-1位编码为0。对于y data只有两个值，可以编码为0和1，也可以使用1-of-N dummy encoding.

非数字x data的编码可以使用 1-of-(N-1) effects encoding。前N-1项的编码方式与1-of-N dummy encoding相同，最后一项编码全为-1. 对于x data只有两个值时，可以编码为-1和1。（0和1的编码效果较差）

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASsAAABqCAIAAABrteCeAAAAAXNSR0IArs4c6QAAD3RJREFUeF7tnX1QE2cexzF1nB5vMlQPQ3VwiBe0o/acWL2ezhGwkKkV7QSqN72WKI4DMxz06KRkoOq01erlyOiJ7R3YA8nV9k40qWg9ByhoneFakdjz6LSSUQq+JG2xVEjqVQrh9iUvuyTA7ibZZ5P89h9mwj7P7/d8nue72efZ7PeZMT4+HgUHEAACiAiIEMWFsEAACOAEQIEwDoAASgKgQJT0ITYQAAXCGAACKAmAAlHSh9hAABQIYwAIoCQACkRJH2IDAVAgjAEggJIAKBAlfYgNBECBMAaAAEoCoECU9CE2EAAFwhgAAigJgAJR0ofYQCBcFXjLqFo0w3ksUhlvQU/zRMBhNTWdrNcoZizSmUZ5iukKM2I1vavJSCa6XaHRd1odPCfAJVy4KnCBUn8de/FqfNzWVbWYCxgow5aA/ZpRU6Rp6OiPW67cnCVhW9zf8x1209tbq4dz3+8juv3Q6i90O0/1C1+D4apAf/szJMsPt2uSl6l0zWY7ioEXu1iprdEW5CkzpbH847N31ai7try6fZV4Fh4cS2aXekntwVN3RvjPhVVEUCArXMI+OT5Te7uldG57oXSbzmgKiXuwAAF1DHeeqlm1PU/6sKfC2OUbtwzUNveiuBqxaBZbBY5ajUWu6RVxo283t9drMog778r2O67W2k064rMZRUarczYwatK5ZmaeD4lMPXM2Yu7gIKpU4KUzXm+30q9h2P+MxDSDPJJVulaznUV7w/1UkVim0raZSlN7q2XrNPpIkeHI1339krRk+nfvrHkLU7o//uIbYfc5WwXOFCtr8PtsiyE/anTIbNTkaq8s2H4G+2RIM/ZCWYP5R6K9sTL1eeIczzFTpsZnZvQPiX+Tc7afLIbCqKhBs3Fn7ptXF2w/MT4+NrTrwQtbj5k9F7FbxuLcPZe+T1ActuFJjNkubBrYtz5H1wkipA4zTIZK9VFzbeZAdfZ81cFW87CwB6H/2Y3aBofmJcTQR7MoenZitP91B7kGtgqkpHOjYl1xt6Lhr+os4r4/fu0fzry8Npm4C+d63HhFVdyV0XC0LEsaj72/Hy8vOVOxNtmTI6bV7vPaHa6ZhihWqnxTV3Sr5mIP38tuXFvIXzkMjkKtN5lK53xUmKnC70qFPiMKCpuOXouwx4YfChQXG45VZJITX/yYJZb9ShrrR4VRUeKCt47tzRK768Au5nIU0/qgjAXOlVKfrLiesLiftEyz5o91yova1tplNbkrk5U60z3OSUDBIBHwQzDRC1OS/PrG825S9JKUpKkywqaIF07qVOQTH3IimK7+4H6Q2AilWveTFeLxCv24rpbNnCpP4hFZVmF3kaHLYlTLEoTSJt7yWJOaPCUg3hKZLJAfCuQ7d+yBz6GctP2XE587Y3ngGod9jSUr+E4kNOKRC1o5suq7T9W269VKmeduJTQawCbLmXGJ0R2939LvNx33hwaFf3UOHQU6zI2V76Uajuwv2EAZTLOSUhYKf7bNZjAF4ly7uVW3TVrY/NDmhtt6clId3ge27Lnofnf/AK2V+ALpsvTHkoTd9GAqMCZhnnhC6x12S/9NbkQcPwzeiFuS8ggtY4f1ysVu4V/nuLWYSynsR2F6TYb0zauppaY2rUrmmVNzqS1kymCLdvl7v7v4CfX5u/2/p4/PLVSkBnOIBwBQMNOLX6548aumc9ecjwrwu6KdxdVdHLOeKckoijlQjf3aj1zTGza3H9dtyyk7fZ1jhWFXzHHHuH1+dvVAZq35KH7XGcy+FRw8kXSzbsXZ3f+4Rv4eyHGnfZ/uy8KyZx8N8FJF4BvuY3Y/xUc/dVVN8oM/SVXXT14FxyyXGsqzyaTF+VUn2npszueBknzDTfL0yauUV3URj/3cx5ilq6Fc7mQglpcfOdVleeDKiJLATUP+pD9L9JknOwhwtm8Ck2H39HWQyT2wdP29XE7ed2WXG76kj54gB+da/QysYOBlDTUCASDAjEBE3akwQwJnAQEeCYACeYQNoYCAFwFQIAwKIICSACgQJX2IDQRAgTAGgABKAqBAlPQhNhAABcIYAAIoCYACUdKH2EAAFAhjAAigJAAKREkfYgMBUCCMASCAkgBaBbot1TJ0Jr7NltzebQjMnVH2eJBjk69HkQYGGTybtWGGAP8y4s59CIYTZ6xoFUhYqk3+cgTnVjEpSHi3YY7aciYnwznMCNwzHVBXD258f4xwsqtd/UWllhfP3GGzcbdKo/+kP3qpMvcZ3v26mcHxfRZaBfqTOZT1IoDWMxszejUdVbeue/WlNcSriZhZ27O79qXU7v7QbSMbtD6Llyrf0GMmekrM2OuhoEUJSsWgwKBgRVMpYs/swc7GtlWajVLPmBLFrnh6y21D83XSRRYOHwQ4KRB7293jWKbQ1BtbjX9U0KZTrDyzybQoVtnEFKK+nWaG7Zq2UTZC8rhwT9gdiaGxNwWHx/mb2HYHj+1tdo69ld9ETDPIw9cODe4sdZ33zM061TLS0C1D8y5Pdp0IPbMdd/v+MzttPt23WjRn4S8tH39ON3ABJVIIsFego9/40vN7LieVmkjDsnO71sZcbXqvhYaVlWc2VnJk4Epd8Xr94FOkGfYDi271oP75nMpW9+YHxLQNews7wRPH6cJN/xD/N0Njb1dNA5/+rbhQP5hZayOmL5Z9WGx5zh66YT6m6vK0Pf++l/A0edq47cSmgQNpOYdMVK3iKeFzy/ufvV1c0j63tAU/1dZeEnVsJc38O7hjEI1nNmHkkxA3wRvw4dlzY4Lb2lCvnfXL9bjNRKHBQrOkGOupy/a2f/B1JuFaTy9OrsRg/r+33R6ERFK27rp8eYGhjxjv5IGJTea2t5jyQ+KfpCOG/LU2j7shZmTwSQ8pISIGsRKzlB4F+3zoy7oCSYHhNiW2D1B45l5WGmSdtKBYfW3lYll52wBr2v4WII0bZPlVmF8oHa+/NXuVx2lMHBgkYV6dQXx3SsBbG7AK2X8HJsk2FfR4/JeIK5BIWtA8nXfslJcqcfbe30801Yl9LE/15Lnatuv+bH7DxNg7u0zzbAodRPzivN/lnvsn5wmM5JkNv6H6c8b/YnVW1Nf3/sfpeg2e2ZywhUgh9goUpSjfeb/0oXdzXK7VGZp3jPQ5G/u2p2U9Pt8rFVH8kpVZLZ2ff+OH8T8DY29J1uM+HO1wzfTSJjC02S/R+HT1WT6cEkPdMztmTerPhe1bzX7ABq4EewXiX3n4Flnnnd/DlvO70uOuaHMpc7bApSeYmuydupz1ey7PVp6xuO9MxxpLUgWToFcivHtmi2ISJV/1WiYse/44NPCDcCEJIDNOCpyQd6w06+VXtphe+/OFu1xb1NN69bb3zeaopbcje9XSpOBeQG+0XvWxy+Pot70dqelL5xIt+tHcqDuQ+qdj+3dsothwipJSlgjTrxuJZza+7DnS3f89bQzgC6TJLoxcR0dYl2OrQPwxA9OfcbHwzLa27Hxr4o8nHP2n/3I2vXDdIk+OP0uYFzexO+zW3psP/OqjloPaiRuOj9w5fbQm/beKReSerNj2dANeu8qMWK98Kji/bpSe2XPk21/87uxlyvN3h/2zc8fn57ow+tVL4VqYrQJxDjdeqXy1/kPKA67haw1VO0fyNq9KpGFi4Zn96/LXJU3pO1wb4mJ3UM26bbmHkyr30tZIElcqnuxoanf6IuO22fWa4re7/escSXnRE01bt7m3X8e/QHY8cXjukb0bHnXiiU7L2LjgQPXhTvLhCLmF0w5Z2cmb/oUObGnkntkiaZ5uzcXdDZ+Tv/F1WNv2VfYXvuHGGNjmhkttLFdVscXl7OwjLZdOnahzmWHj/sR1mBu2j5X76Tyz3T/LxNb0h2w9bZ465USV3slRbbNxF+7zPbY+p0N2vsFCns/M2Nt9Fr5WTsSWO/vUZ3OofszYE47yOl9+3fTI5NI8uTew63AnyZJ7yJxO7SB5haFniJfM6ZCp2hQ8cPDMDpdLKbQjNAlwuQsNzZZC1kBAiARAgULsFcgpcgiAAiOnr6GlQiQAChRir0BOkUMAFBg5fQ0tFSIBUKAQewVyihwCoMDI6WtoqRAJgAKF2CuQU+QQAAVGTl9DS4VIABQoxF6BnCKHACgwcvoaWipEAmgViNIzW4i9EQY5Ya9HNZ2s1yhmMH2HLYBtBs9s1jBRemazThYKTE3Afs2oKdI0dPTHLVduzuLXtxo8s2F0CoEAWs/s2MVKbY22IE+ZKaV7hvKABjyzeYAMIaYlgNgze9r84AQfBFjNA1k5YbM1rp7GM9uZO2ZYZiSmGeSRrHK9Vu9pm8u3GttA54659aAqmTxVodE7X3EP54GA0DM7nLEGsW2sFMjKCZuVcfX0ntkEg1vG4tw9l75PUJDW2mO2C5sG9q3P0XVStz7Dfavxl9XvflZdVvLRHMLbe8zWUxjV8PzWhmv+mI8GsR8CWjUaz+yANiGCKmNtIsDQCdtd77TG1Sw8syfxrfb2ZMbrFMsrWjzWguNjQ20VYnFF29DUPtiseQi7AI+e2RQQOH5ejbInxPY2MhduL7H6DuR6YZreuDoYntlpz+Q+SWyjRR6E/6918N4PIfctiNAzmzKVcN73U/4E+3mD1ajyDur8JJT26JxaNrwocHrjaoae2aRJmWtmR0wE09Uf8OFbzfXiE4hyCD2zXVMJn18hfu1TwACMWKmf9KvrvFrG+4Irg5Q5nMKLAjnk5aMItkHkoZy0/ZcTnzvj2YSkr7FkRWCqD7daePfMDjeAPLVHIApk4JntMDdWvpdqOLK/YIPMsynKrKSUhcL0reapA32GQeKZjbLBIRybvQJZOGEz58LAM5vYnm5JyiO0jB3WKxcF51vNvNmBPxOlZ3bgWxMJNbJXIAsnbOYAGXhmz5RkFMUcqMYe6o0Q9WKG2cd123LKTl9nHia8z0TumR3eeIPVOg7LtNM5YTM3rmbpmU31Y44Sy8uP+PKtdtdJEHNaJmNbf7p/qCjx2gOUAwMo4k2ACpk6XHkADp7Zwbo+QL1AIMwJsL8LDXMg0DwgwCsBUCCvuCEYEJhAABQIQwIIoCQACkRJH2IDAVAgjAEggJIAKBAlfYgNBECBMAaAAEoCoECU9CE2EAAFwhgAAigJgAJR0ofYQAAUCGMACKAkAApESR9iAwFQIIwBIICSACgQJX2IDQRAgTAGgABKAqBAlPQhNhAABcIYAAIoCYACUdKH2EAAFAhjAAigJAAKREkfYgMBUCCMASCAkgAoECV9iA0EQIEwBoAASgKgQJT0ITYQAAXCGAACKAn8H7BCssh1QJn2AAAAAElFTkSuQmCC)

感知器 Perceptron

感知器模拟单个神经元。感知器使用Input-Process-Output机制，输入表示一个直接输入或者另外一个神经元的输出。Process是找到合适的weights和bias的过程。

训练过程如下：

*随机初始化weights和bias*

*执行循环*

*对于每个输入项，根据weights和bias，通过输入计算输出*

*如果输出<已知分类*

*加大weights和bias*

*如果输出>已知分类*

*减小weights和bias*

Weights[i]每次加大或减小的量= | alpha\*(计算值-目标值)\*input[i] | , bias每次减小的量 = alpha\*(计算值-目标值) 即 bias -= alpha\*(计算值-目标值)

### Feed-Forward 前向反馈

神经网络本质上是一个函数接受一个或多个输入，产生一个或者多个输出。